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Nanosecond Magnetization Reversal in High
Coercivity Thin Films

N. D. Rizzo, T. J. Silva, and A. B. Kos

Abstract—We used a wide-field Kerr microscope to measure reducingr. However, theH applied by a write head cannot
magnetization reversal in high coercivity thin film media that pe increased without bound. Thus, the measurement and un-

were subjected to nanosecond field pulses. Coplanar WavegUideSderstandin of andr. mav plav a critical role in maintainin
were used as a field source. Two different samples of CoggTas . .g 7o y play 9
projected increases in data rate.

were measured. Sample A had a coercivity of 83 kA/m and sample : o
B had a coercivity of 167 kA/m. For sample A, we find that aftera [N this paper, we report on the measurement of magnetization
step change inH , the magnetization initially relaxes exponentially response times in thin films of sputtered Ceglias. The ex-

with a time constant of 5 ns, and then relaxes logarithmically. periment used a Kerr microscope to quantify the magnetization
We interpret this result as indicating a transition from dynamic reversal occurring in the media after exposure to pulsed fields

reversal to thermal relaxation. In higher fields, the exponential that ds in duration. T | d
relaxation time decreases according tor = S, /(H — Ho), at were nanoseconds in duration. Two samples were measure

where S = 29.7 us- A-m-1 (373 ns- Oe) For Samp|e B, On|y haVing remanent coercivities ﬁcr = 83 KA/m (1040 Oe) for
logarithmic relaxation is observed, implying that the dynamic sample A andd., = 167 kA/m (2100 Oe) for sample B.
magnetization response time is subnanosecond. We observe \We find that for sample A, after a step changédfinthe mag-
correlated regions of reversed magnetization in our Kerr images netization relaxes exponentially with a response time of 5
of sample A with a typical correlation length of 1 um along ns in fields insufficient for saturation. In higher fieldsgepends

the applied field direction. We propose a microscopic model of . =
nucleation and growth of reversed regions by analogy to viscous inversely onf. We observe an abrupt transition from the expo-

domain wall motion. nential response for pulse duratign < 10 ns, to logarithmic
Index Terms—Coplanar waveguide, high speed magnetization felaxation for pulse dura_tloﬂ?) > 10ns, Cor_respondlng to the
reversal, Kerr microscope, thin-film media. onset of thermal switching. The exponential response and the

sharp demarcation with thermal relaxation are explained using
conceptsfromnonequilibrium statistical mechanics. Kerrimages
ofthe mediareveal correlated regions of reversed magnetization,
IGHER data rates in disk drives require that magnetguggesting a microscopic picture of magnetization reversal that
recording media must respond faster. Typical data ratesnsists of random nucleation and growth of reversed regions.
of 300-350 Mbit/s translate into a media reversal time of 2 &is microscopic picture accounts for the macroscopic exponen-
or less. If the 40% annual growth in data rate continues, then tied magnetizationresponse andthe field dependence of
time per bit will be less than 1 ns in just two years [1], putting For sample B, after a step changeHh only logarithmic re-
even more stringent demands on media reversal time. Sevéaa&htion is observed, indicating that the magnetization response
guestions arise: Can the magnetic media respond in such a stioré is subnanosecond. For this media, the length of the cor-
time? What determines the media response time? related regions of magnetization are smaller than the resolution
Previous experiments on particulate and continuous tHimit of the microscope. The faster response time for media with
film media have demonstrated subnanosecond switchisgaller correlation lengths is consistent with our microscopic
speeds [2]-[5]. However, the shorter media reversal timpiture of magnetization reversal.
come with a cost: the coercivity is higher when reversing
media at nanosecond time scales compared with reversal times
of seconds. This increase in coercivity is the result of less
thermally-assisted magnetic reversal occurring over the shorteThe experimental setup is shown in Fig. 1. The large field
time scales [6]. Eventually, the desired time scale for magnepalses were created using a coplanar waveguide [7], along with
reversal may be even less than the average magnetizatiohigh voltage pulse generator. The pulse generator was used
response time to thermal fluctuationg. In addition, the to send nanosecond current pulses through the waveguide and
magnetizatiom/ has a dynamic response timen an applied produce in-plane magnetic field pulses directly above the center
field H independentf thermal effects. Intuitively, one expectsconductor.
that a largetH will apply a larger torqud” = M x H, thereby For sample A, the data were acquired using a commercial
pulse generator with a maximum pulse amplitude of 200 V. The
Manuscript received July 9, 1999. This work was supported by the NIST Aai—se time and fall time (10-90 criterion) of this pulse generator
vanced Technology Program. Contribution of the National Institute of Standaidere approximately 2 ns, which allowed a minimum pulse dura-
and Technology, not subject to copyright. tion of 2 ns, full-width-at-half-maximum (FWHM). Pulse dura-
The authors are with the Na_\t.lon_al Ir.lst_ltut.e of Standards and Technolo?%n for these experiments was always derived using a FWHM
Boulder, CO 80303 USA (e-mail: {rizzo; silva; kos}@boulder.nist.gov).
Publisher Item Identifier S 0018-9464(00)00440-4. criterion. For sample B, the data were acquired using a pulse
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= i Fig. 2. Pictures of the CoggTay media deposited on the center conductor
of the coplanar waveguides. (a) Sample A: The waveguide is on an alumina
: substrate. A polyimide dielectric layer is between the media and the waveguide.
Uit i l [ (b) Sample B: The waveguide is on a sapphire substrate. A planarized SiO
Lignematar dielectric layer is between the media and the waveguide. The scale bar applies
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Fig. 1. Schematic of experimental setup. Sample A 83 490 0.90

Sample B 167 340 £.85

generator that we constructed with a 100 V maximum ampli-
tude, a 0.6 ns rise-time, and a minimum pulse duration of aghielectric layer. Sample B had a Sidielectric layer that had
proximately 1 ns. been planarized using chemical-mechanical polishing.
The waveguide field was calculated assuming a uniform cur-Both samples consisted of a CagFay film (25 nm thick) on
rent density through the center conductor. The fields are equieaCr underlayer (25 nm thick). The films were sputter-deposited
lent to those described by the Karlgvist equations [8]. The fielthto the region directly over the center conductor as shown in
magnitude scales inversely with the width of the center cofig. 2. For both samples, the substrate temperature during depo-
ductor. For sample A, the width was 1Quén, so that the max- sition was 250C. In addition, during film deposition of sample
imum waveguide field was 150 kA/m (1875 Oe) with a 200 \B, alow energy ion beam was incident upon the substrate, giving
pulse amplitude. For sample B, the width was approximatelysémill rate of approximately 0.01 nm/s. We measured the mag-
M, so that the maximum waveguide field was 100 kA/m (125@etic properties of codeposited samples, with the results shown
Oe) with a 100 V pulse amplitude. The calculated field valuas Table I.
have been adjusted to account for resistive losses in the waveto make electrical contact with the waveguide, we con-
guide and spacing losses due to the dielectric layer. structed microwave probes that were capable of sustaining the
The waveguide field pulse was combined with a much slowkarge voltage pulses without breakdown. The probe/waveguide
external bias field pulse (25 ms duration) provided by Helmholtombination has an intrinsic rise time of 0.5 ns, as determined
coils. The waveguide pulse was triggered near the maximum time domain transmission measurements with a 20 GHz
of the bias field pulse. The quasistatic bias field amplitude waampling oscilloscope.
constant for the duration of the waveguide pulse. The amplitudeThe magnetization reversal caused by a given field pulse
and duration of the bias field pulse and waveguide pulse wemas quantified using a wide-field magneto-optical Kerr effect
recorded using a high speed oscilloscope (1.5 GHz bandwidiiilOKE) microscope which was optimized for detecting
8 GHz sampling rate). longitudinal MOKE at a wavelength of 545 nm [9].
The use of a bias field allowed larger total fields to be applied For each data point, the film was saturated in the positive
to the media. The bias field alone caused less than 4% magdieection (shown in Fig. 1) using the external Helmholtz coils.
tization reversal in the films. For sample A, the bias field amFhen, a digital image of the remanent state of the film was ac-
plitude was 66 kA/m (825 Oe). Hysteresis loops were measurgdired using a 16-bit CCD camera. Next, a high speed field pulse
both with and without a bias field for a pulse duration of 3.7 nsyas applied in the negativedirection. Finally, a second image
and no significant difference was observed. For sample B, thkthe film was acquired and digitally subtracted from the first to
bias field amplitude was 125 kA/m. obtain the relative change in magneto-optic contrast. Examples
The waveguides were lithographically patterned from an Aaf images obtained from pulsed media are shown in Fig. 3. Each
film 0.75 pm thick on either an alumina substrate (sample Ajifference image was averaged over an argané< 120;,.:m for
or a sapphire substrate (sample B). To prevent voltage bre8ample A, 3um x 120u:m for Sample B) to determine the av-
down, the waveguides were covered with a dielectric layer aprage change in the remanent magnetization. We designate the
proximately 0.8um thick. Sample A had a spin-on polyimideremanent magnetization measured after a pulse of durgtis
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Fig. 3. Kerr microscope images of media fdf.(¢,) = 0 after a pulse
duration oft, = 10 ns. (a) Sample A and (b) Sample B. The waveguide
current and field H directions are shown. Sample A has visible regions of
reversed magnetization. In Sample B the regions of reversed magnetization are "
too fine to resolve, which indicates lower media noise. The scale bar applies -1k A
to bOth pICtures iE:I!izlké/‘?n} ] lH; £ fobd lHii L 1.b.k

1 10 100
pulse duration t,(ns)

M,.(t,), in contrast with the remanent magnetization measur€l§- 4. Normalized remanent magnetizatioh(t,) of sample A versus pulse
fter saturation. which is desianated/g durationt,, fqr to;al field valuesH = 82, 86, 92, 94, 97, 102, 105, 108, 112
a ’ g 5 kA/m. The bias field was 66 kA/m. The dotted lines are fits of an exponential
function fort,, < 10 ns and of a logarithmic function fag, > 10 ns. The data

. RESULTS for the two lowest fields are fit to a logarithmic function for &Jl.

0.9

We measured the magnetization response as a function of
pulse duratiort,, for a fixed pulse field amplitudé?. (We use
H to designate the total applied field amplitude, which is the 0.7
sum of the bias field and the waveguide field.) We first present =
measurement results for sample A in Fig. 4. We observe a loga- E‘ 0.5+
rithmic decrease ifV,.(¢,,) for all ¢,, at the lowest two fields. For

higher H, a kink develops at 10 ns, indicating a sharp break in 03 :
the magnetization decay rate. For the highest fields which cause =
saturation int, < 10 ns, the time required for saturation de- 0.1 T 106
creases with increasing field. pulse duration t, (ns)

The kink is not an artifact of the pulse shape; we observe a

similar break in slope when using a pulse generator with a ri§g: 5. Normalized remanent magnetizatioh (t,) of sample A versus pulse
P gap 9 gurationtp for H = 90 kA/m. The bias field was %6 kA/m. The data was taken

time of O-S_ns (See Fig. 5)' The maximum pUIS_e amp”tUde Wﬁsﬁng a pulse generator with a rise time of 0.5 ns. The dotted line is a fit of a
40 V for this pulse generator, so that a total fieldif= 90 logarithmic function to the data fa, > 10 ns.

kA/m was the maximum that could be applied with a bias field
of 66 KA/m. to the data fot,, < 10 ns and logarithmic functions fay, > 10
Fort, > 10 ns, the magnetization decreases logarithmis. The choice of exponential functions allowed a characteristic
cally in all fields, indicating the system is in metastable equiesponse time to be extracted from the data for a given field.
librium with the applied field and is exhibiting thermal decayThe response times are shown as a functioH af Fig. 6.
The system is temporarily trapped in a local energy minimum, The error bars represent 68% confidence limits as determined
and is moving toward the global minimum through thermal acising constang? boundaries in the context of nonlinear least
tivation over energy barriers that have a wide distribution @juares fitting [12]. The data fad > 100 kA/m were fit to
magnitudes. The probability of thermal reversal is given by thke functionr = S,,/(H — Hp), with S,, = 29.7 us- A
Arrhenius—Néel law [10]. The logarithmic decay rate (or rema-m-1 (373 ns- Oe). This inverse dependenceofon H has
nent viscosity),S,, = dM,(t,)/d log(t,), is proportional to been previously reported in studies of high speed magnetization
the irreversible susceptibility;,..(t,) = OM,.(t,)/0H, where reversal for both low and high coercivity materials [2], [13],
xirr(tp) Was derived from the remanent hysteresis curve fft4]. The data fotlH < 100 kA/m were fit to a fixed value, with
t, = 10 ns. This proportionality is a further signature of thermahe resultr = 5 ns. The independence ofwith respect toHd
relaxation [10], [11]. has not been directly observed before in low or high coercivity
For ¢, < 10 ns, we observe a large increase in the rateaterials.
of change in magnetization as a functiontgf particularly in The inability to previously observe this low field indepen-
higher fields. We interpret this increase as indicating dynamience ofr was due to a different definition of switching times.
or nonequilibrium relaxation. The kink & = 10 ns then in- If one defines the switching time as the pulse duration required
dicates a transition from nonequilibrium relaxation fpr< 10 to reduce the magnetization to zero, then a time constant cannot
ns to metastable equilibrium and thermal decaytfor 10 ns. be defined for fields insufficient to demagnetize the sample. Our
In other words, the magnetization has some finite response tiaggproach of explicitly fitting an assumed response function to
before it can reach its new equilibrium value after an instantdre data allows us to determine a characteristic switching time
neous change in the external field. We fit exponential functiofier arbitrary levels of magnetization reversal.
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Fig. 6. Inverse response timig' = versus applied field? for sample A as Fig.7. Normalized remanent magnetizatiafy.(t, ) of sample B versus pulse
determined from exponential fits to the magnetization responsg,for 10 durationt,, for various total field values . The bias field was 125 kA/m.

ns. ForH > 100 kA/m (1250 Oe), the functiom = S../(H — H,) is fitto

the data, yielding,, = 30 us- A - m-1(373 ns Oe). ForH < 100 kA/m, a

constant value is fitted to the data, yieldingz 5 ns. Inset1/7 versusH as the asymptotic value of the magnetization determined by

determined by exponential fits to simulated data that was generated assunﬁlg and, is the ensemble average response time within the
exponential magnetization relaxation, coupled with saturation effects. ! n . . . . . .
system. The solution of this equation is exponential with a

o time constant = ,,. Exponential relaxation with a fixed time
We have also measured the magnetization response of sam

le . . . X
B as a function of, for a fixed pulse field amplitudél . The re- Biistant is an almost universal feature of highly disordered

sults are shown in Fig. 7. The bias field for these measureme§1¥sStem.s’ m_the limit of _Imear response [15]. If we use a linear
pproximation for the field dependence &f. near H.., with

was 125 kA/m (1575 Oe)..OnI_y Io.ga}r|thm|c decay is observe L, (H) = M, — xO(H — Hy), wherex® is a constant, then
indicating that the magnetization is in metastable thermal €AYl o act solution is

librium with the applied field for all pulse durations. We con- '
clude therefore that the response time of this media i; Ie_ss thap ) =M, — yD(H — Ho) + xV(H — Ho) exp(—t/mn).
1 ns. If exponential response is assumed, the upper limit on re- )
sponse time can be reduced to 0.5 ns; our signal to noise ratio is

approximately 20 : 1 with this pqrticular pulse gener_ator, S0 thﬂt]e exponential response also implies that,

we should be able to resolve evidence of exponential relaxation
for up to two time constantet? ~ 0.1).

To summarize our results, we find that sample A has a char-
acteristic magnetization response timero& 5 ns that is in-
dependent of field when the field amplitudes are insufficient &9 that a decrease in,..(t) is also associated with a finite mag-
achieve saturation within 10 ns. For higher fields, the resporfa@tization response time. A decreasein.(t) at nanosecond
time is reduced in inverse proportion to the applied field abodéne scales has been observed in pulsed field studies of partic-
some critical Va|ué{0’ which presumab|y scales with the Coer.ulate media and was also attributed to the onset of dynamic re-
civity of the material. For sample B, the magnetization respon¥@rsal [3].

xien(t) = 2| — 01— ep(—t/m), @

t

time is subnanosecond. The decrease of in higher fields is due to the nonlinearity
of saturation. In fields large enough to cause saturation, the
IV. DISCUSSION system responds exponentially with, < —M,.. Causality pre-

vents the system from responding any differently, since it cannot
“know” a priori that the applied field is sufficient to induce sat-
Fine magnetic structure is evident in the Kerr images ofration. However, saturation abruptly cuts off the exponential
sample A, as shown in Fig. 3. The spatial inhomogeneity of tlgproach talf, whenM = —M,., so that the fitted exponential
magnetization response, along with its exponential relaxatioglaxation timer is shorter than the relaxation time of the linear
in time, suggests that a statistical analysis is appropriatheoryr,, as we show schematically in Fig. 8. In fact, one can
Exponential relaxation is to be expected from nonequilitsolve (1) forr such thatM (1) = (2¢~* — 1)M,. to show an-
rium statistical mechanics in a linear response regime [1%]ytically that in the nonlinear regime the exponential fits will
In this analysis, one assumes th&t//dt = f(M), where giver ~ (M,7,)/(x"(H — Hy)).
f(M) is some function ofdf. The dependence of (M) The full field dependence of on H in both the linear and
on higher order time derivatives of magnetization averagasnlinear regimes was also reproduced with a simple numerical
to zero due to the inherent randomness in the system. T8imulation. Magnetization response was modeled as exponen-
linearized equation of motion for the magnetization responsial with 7, = 5 ns, and nonlinear saturation 84 = — M,
is thendM/dt = —(M — My(H))/7., where M,(H) is wasimposed. Exponential fits to the numerically generated data

A. Macroscopic Magnetization Response
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Fig.8. Demonstration of how saturation causes a reduced time consTdre

linear theory (dotted line) predicts exponential relaxation with time constant Fig. 10. The autocorrelation amplitude versus normalized remanent
to a valueM,(H) = M, — x\V(H — Ho) < —M,. The magnetization magnetization)M,.(t,) derived from Kerr images of sample A for pulse
initially follows the linear theory until saturation cuts off the respons&#/at=  durationt,, < 10 ns. A quadratic function is fit to the data, showing that the

—M.,.. An exponential fit to the data will then yield < 7,,. image noise is consistent with that of a two-state system.
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.5 o ’é\ 1.2
= 0.2 - 21
% o C exp(—x/% ) . (<§ 08}
g ; : Aoy = 1.31 pm 7 06
< ol 04y |
: il : L -1 -0.5 0 0.5 !
Q 5 10 15 20 Mr(t )
X (um) ?

. . . ) ) Fig. 11. Correlation length.,... versus normalized remanent magnetization
Fig. 9. The autocorrelation function der|ve_d from a Kerr image of sample MT(fp) derived from Kerrimages of sample A for pulse duratign< 10 ns. A
atM.(t,) = 0 for ¢, = 10 ns. An exponential function was fit to the data toqyadratic function is fit to the data. This functional form is expected if the noise
extract the autocorrelation amplitudeand the correlation length........ were generated by a random telegraph signal with different average lengths for

“up” and “down” states given by, = 1 — Adown, @NdAgown o< M. (1,).

yields the results for versusH shown in the inset to Fig. 6, in
excellent agreement withderived from fits to the actual exper-suggests that switched regions grow along the applied field di-
imental data. rection, presumably due to dipolar interactions. Exchange cou-
The sudden transition between exponential and logarithmitng would favor growth in the direction transverse to the ap-
response at, = 10 ns can be explained using Onsager’s replied field.
gression hypothesis (ORH). We use ORH to relate the nonequi-The autocorrelation function for each image was fit to an ex-
librium magnetization response b and the magnetization re-ponentialA(z) = C exp(—z/Acorr). The amplitudeC of the
sponse to microscopic thermal fluctuations while in metastatd@tocorrelation function is shown as a function/df.(t,,) in
equilibrium. ORH states that, on average, the relaxation of nitig. 10.C is proportional to the integrated noise power spec-
croscopic thermal fluctuations while in equilibrium must obeyrum of the image [18]. The data are consistent with a quadratic
the same equations that govern the macroscopic relaxatiordependence of C oit,.(¢,), as would be expected for the vari-
a nonequilibrium state toward equilibrium [16], [17]. We conance of a two state system [8]. This is evidence that the primary
clude that the intrinsic linear magnetization response time aft@urce of correlated image noise is magnetic in origin, as op-
an instantaneous changefh (r,,) is the same athe average posed to an artifact such as surface topography.
relaxation time in response to thermal fluctuationg.(There- The correlation length\.,,.. for the images is shown as
fore, 7, is the limit of thermal switching response. a function of M,.(¢,) in Fig. 11. An approximate maximum
in Ao OCCUrs atM,.(¢,) = 0 and decreases as saturation
is approached. A quadratic function was fit to these data, as
well. Quadratic dependence of,,, on M.(t,) is expected
We performed image analyzes of the Kerr pictures of sampte the case of a random telegraph signal, where different
Afor t, < 10 ns, i.e., in the nonequilibrium regime. Regionswverage lengths for “up” and “down” states are given by
of reversed magnetization are apparent in our Kerrimages (8¢ = 1 — Adown, @NdAdgown x M,.(¢,) [19]. The measured
Fig. 3). We have calculated the average one-dimensional autofrelation length does not go to zerodal,. because of the
correlation function for the images along the direction of thinite optical resolution.
applied fieldH . A typical autocorrelation function is shown in ~ Similar behavior was previously observed in spin-stand mea-
Fig. 9, demonstrating the existence of a well-defined magnetiarements of thin film media, where the down-track magnetic
correlation length in the image. The correlation length transerrelation length extracted from dc erase noise had a maximum
verse to the applied field was too small to be resolved. Thig 1.75pm atM,.(¢,) = 0 and a minimum at saturation [20].

B. Image Analysis
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Numerical simulations also indicate that magnetic reversal images of sample A at,.(¢t,) = 0 (where we corrected for
isotropic thin film media proceeds by nucleation and growth afie finite optical resolution) and in the nonequilibrium regime
reversed regions, predominantly along the direction of the afg; < 10 ns). UsingS,, = A/, we calculatg: = 0.047 m2 -
plied field [21]. s1.A-1(3.8m-s1-0e1l), areasonable value when compared

For sample B, the image analyzes show that, < 0.5 um, top =02m2-s1.-A-1(16 m-s1-Oel), avalue recently
which is the minimum correlation length that we could deteabtained with a NiFe alloy [14].

due to the finite optical resolution of our microscope. Armed with a value fori, we can estimate the damping
constantw, again using the formalism of domain wall mo-
C. Microscopic Model of Magnetization Reversal tion. The velocity of a domain wall is fundamentally limited

We propose a microscopic picture of magnetization revergy_the reversal tlme_ of Spins I the m|gldle_0f the_ wall.
that is consistent with the observed trends in the correlati?ﬁmg the I__ano!au—Llfshltz—(_sllb_ert quat'on N a VIscous
length, the statistical nature of the reversal, and the dependeh®¥ approximation for a thin film, this re\_/ersal time is
of 7 on H. We assume that reversal occurs through nucleatidh = a/~vpo(H — Ho) [23], [24]. The velocity of domain

and growthalongthe direction of the applied field. Growth con-9"oWth is thenv = a/711.¢ = aypo(H — Ho)/a, wherea

tinues until either the reversal is stopped by a region still ek the domalin ngl width, th‘f‘t is, the length of material that is
hibiting a finite net energy barrier, or coalescence with anoth‘éwremly switching at any given moment. Therefore, we have
switched region occurs. Growth is driven by a combination &f ~ aypo/ 1 [25]. o . .
the applied field and the internal demagnetizing fields producedWe use_the length of a demagnetlzat|on-llm|teq bit transition
at the ends of the reversed region. as an estimate fot ~ M,6/2rH,, [8], which givesa =

The average equilibrium size of the reversed region depe g% This value is much larger than ~ 0.02, measured
linearly on applied field, so that = yx(H — Ho), which is or single-crystal CoCrTa by ferromagnetic resonance [26]. A

equivalent to again assumidd, () o (H — Ho). We also as- larger value fory is not surprising; the high degree of disorder

sume a random distribution of pinning sites so that a reversié]o"_jl polycrystalline film and the large amplitude of magnetic ro-

region is pinned with a probability per unit length\Livhich tation fo_r 180 switching both should enhance the dissipation of
defines a Poisson point process of ratéfhe spatial magnetic preceSS|dqnaI en?]rgy mf'o trée th%rrr;alhmagnon bath._ .
noise generated from such a process is equivalent to that gerﬁ‘Ccor Ing to the outlined model, the macroscopic magneti-

erated from a random telegraph signal, as described previo jon response time = (. /a)7rLc. For the case of sample
for Fig. 11. Aat saturation, /a ~ 50. Thus, the finite speed for the prop-

The probability of a nucleated region expanding a dig_gation of the microscopic switching event ultimately restricts
tance = before being pinned when far from saturatiorﬁhe macroscopic response timao be well above the theoret-

is then exp(—z/)). If an ensemble ofN, regions nu- 'c@ limitfor coherent switching .z

cleate, the number still growing after achieving a sizés

N = Ny exp(—z/X). The growth of each region occurs with a V. CONCLUSION

velocityv = u(H — Hp) , wherey is the growth mobility, by ) o
analogy with viscous domain wall motion [22]. The ensemble We have measured the response times fof ir@fjnetization
average velocity is thetw(t)) = v exp(—uvt/A), which gives reversalin high coercivity CoggTas media. For sample A, the

the ensemble average domain size, response time was 5 ns in fields insufficient to cause saturation.
This response time may be decreased by applying larger fields
Eeo such that saturation occurs. For sample B, the magnetization

() = / o) dt’ = A(1 = exp(=vt/A)). () response time was less than 1 ns.
0 The relatively slow response times of sample A, compared
The magnetization response is théd(t) = M,.(1 — withthatexpected for coherentrotation in a high anisotropy ma-
2(l(t))/ As), or more explicitly, terial, is a result of a characteristic length scale for magnetiza-

tion reversal. The reversal occurs by nucleation and growth of
M) = M1 —2X\/X; + (2X\/);) exp(—vt/A)], (4) reversed regions similar to viscous domain wall motion. Each
grain can reverse coherently, but the time scale for complete re-
where); is the average value ofat saturation and the factor ofversal is set by the velocity of growth of the reversed region and
2 results from growth in both the positive and negative field dthe equilibrium size of the region, resulting in much longer re-
rections. Therefore, the exponential relaxation time A\/v = sponse times than expected for coherent rotation alone.
xA/u is independent ofd until saturation occurs. A& in- This analysis implies that media with smaller magnetic corre-
creases furtherh — A;, butv continues to increase withoutlation lengths (lower noise media) will reverse faster than media
limitsothatr = Ay /v = Ay /u(H—Hy),0orm7 = S,,/(H—Hy), with larger correlation lengths (assuming all other things are
with S, = A;/p. We note that this picture also predicts thagqual, such as the growth mobilityand the susceptibility).
size effects or¥,, should be observable such that, when the filithis may explain why sample B has a much smaller response
width d < A,, thenS,, = d/pu. time than sample A. The smaller magnetic correlation lengths
We can now use our model of reversal to derive values ftor sample B as seen in Fig. 3, imply a shorter distance between
the mobility . as well as the damping constantWe determine nucleation sites (smalléy;), thereby reducing the reversal time.
As = 1.4 pm from the average correlation length for the Ker©ur image analyzes established an upper limitgj,. of 0.5
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pwm, which implies that\, < 0.4 pm after correcting for the [g]
finite optical resolution of the microscope.
S . i . N ]
In the limit of completely decoupled single-domain grains, 1)
one should expect reversal times comparable to those for cqt1]
herent rotation. However, such a benefit may result only at thé2l
expense of thermal stability; the fairly wide distribution of grain
sizes in recording media implies that many small grains existi3]
which are thermally unstable by themselves, but may be stabﬂ—
. . . ) . 14]
lized through interactions with other grains. [15]
[16]
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